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In view of the situation of the existing algorithm for mineral
shape recognition is relatively complex, the individual of
strong pertinence and poor robustness, the use of infrared
thermal images of minerals multifractal feature data
classification recognition method is put forward.
Multifractal can describe not only the local details, but
also the overall characteristics that has the scale
independence and theoretically is suitable for describing
the texture characteristics and the distribution of mineral
as well as that of energy resource. This paper uses
multifractal as parameters of singularity detection of high-
dimensional data and learning and understanding of high-
dimensional data to distinguish the object/target from
infrared heat map. The experimental result show that the
infrared thermal image of mineral target in line with the
multifractal characteristics, which can be used as one of
the effective methods of infrared thermal images detection
target. When three kinds of neural network ELM, PNN,
GRNN is used for machine learning with obtain
fractal parameters, ELM’s accuracy is as high as 84%.
While the same training with face natural images is
done, ELM is still best, but accuracy is less than 15%. It
shows that ELM combining with mineral fractal data has a
better performance in classification and pattern
recognition.
Keywords: Mineral recognition, mineral shape, feature

data classification, extreme learning machine.

1. Introduction

Shape is one of the essential characteristics of the
object. According to the principles of human vision,
people rely mainly on contours and shapes to

understand the image [1]. The shape feature is an important
means to describe the high-level visual feature. To combine
the underlying features of the image with the high-level
features, there must be a good shape descriptor support. The

various shape descriptors were systematically summarized [2].
The principle of evaluating the merits of a shape descriptor is
divided into a region-based approach, a contour-based
approach, and a skeleton-based approach. The former uses
the entire shape area of the information, all of which are
derived from the target contour. He further divides the above
method into structured and global methods according to the
shape description. The structured method regards the shape
as a combination of a series of shape primitives.The latter,
skeleton, also known as the medial axis of the object [3], not
only contains the geometrical features of the object shape,
but also represents the object's topological structure.

There are many traditional contours based on contours.
Kittler [4] classifies the shape of the contours. This
classification is based on the new methods and new theories
that have attracted wide attention in the last ten years. It is
divided into four general methods, which are based on the
method of spatial position relation of contour points, multi-
scale method, transform domain method and new progress
based on contour area. Based on contour shape
representation method, this kind of method and the traditional
shape descriptor based on area has a certain correlation.
Based on the description of the area of traditional method
made a great development in recent decades, including
moment, Fourier descriptor, wavelet descriptor, morphological
descriptions and good results have been obtained in the field
of shape representation. The method based on region
contains the shape of all pixels in the area of information, so
that a class of descriptor is suitable for processing
complicated shape, such as trademark, Chinese characters,
etc. But the limitations of these methods is that they only
contains the shape of the global information, the shape may
be lost many important details.

The presentation of the mineral shape context
representation can be considered as a milestone in the study
of the mineral shape representation method. It is the most
important method in the past decade. A large number of new
methods and new theories are based on the representation of
the mineral shape context. Compared to the traditional
method, the disadvantage of these methods is that they only
use the object boundary information and cannot reflect the
mineral shape of the internal content of the object. The
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advantage of multi-scale method is that they fully tap the
mineral shape of the characteristics of a number of scales and
step by step to reveal the mineral shape from the local details
to the global overview of the information. The complexity of
the multi-scale analysis is often higher and greatly increasing
the workload and burden of processing on the scale of the
work. Overall, the mineral shape of the overall characteristics
and local characteristics of the effective combination of
mineral shape to shape has become the main idea of the
method based on the shape of the contour.

Mineral shape retrieval is the main application of mineral
shape matching. John [5] proposed a method of co-
transduction. The method is based on MPEG-7 CE-Shape-1
Part B, it makes the correct rate of retrieval improve to 97.72%,
and it is the highest accuracy of the mineral shape retrieval
method. Based on the local contour segment representation
is an effective method in the classification of the mineral
shape, a glimpse of the whole body in a pipe is the truth, how
to define a significant part of the object, how to measure the
different parts of the visual importance, how to describe the
various parts of the scale and location relations, and these
still remains in the stage of psychological exploration [6-7].
Machine learning and other intelligent algorithms will be more
applied to the field of shape analysis, especially left a lot of
research space in the matching space for structural
excavation, and will have an important impact on areas such
as natural image analysis. Based on the classification model
of the neural network, the mineral body recognition was
carried out based on the theory of the extreme learning
machine (ELM).

2. Extreme learning machine
The classic form of SLFN is shown in Fig.1, which consists
of the input layer, hidden layer and output layer. The input
layer and the hidden layer, the hidden layer and the output
layer are all connected in a full way. The output layer has m
neurons corresponding to m output variables. The hidden

layer has only one neuron. The input layer has n neurons
corresponding to n input variables.

Suppose the connection weight between the input layer
and the hidden layer is

... (1)

where ωji represents the connection between the j neuron in
the hidden layer and the i neuron in the input layer.

Suppose the connection β between the hidden layer and
the output layer is

... (2)

Among them, βk represents the connection between the
K neurons in the output layer and the j neurons in the hidden
layer.

The threshold of the hidden layer neuron is

... (3)

Then the training set (containing Q samples) of the input
matrix and output matrix are

... (4)

The activation function of the hidden layer neuron is g(x),
and the output of the network can be calculated by formula
1.

 

... (5)

where j = 1, 2, ... ,Q, and ,Fig.1 The structure of the typical single hidden layer feed forward
neural network
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Type (5) can be expressed as
Hβ = T ... (6)
Among them, H is the output matrix of hidden layer.

... (7)

Based on previous research results, Huang et al summed
up the following two conclusions [8-9].

Conclusion 1: Given sample (xi, ti),

,

and activation functiong: , then, for SLFN with Q -
hidden layer, the hidden layer output matrix H is invertible and

 in the case of any assignment b R and wi Rn.

Conclusion 2: Given sample (xi, ti),

and activation function g: , any small positive error ε,
then, there is always a SLFEN, whose hidden layer contains
the number of neurons not exceeding the number of samples,
and in the case of any assignment b R and wi Rn, there is

HN×MβN×M -T'  < ε.
From the above two conclusions can be drawn:when the

activation function g(x) is infinitely differentiable in any
interval, the W and B can be determined by random selection
before training, and do not have to change in the training
process, also don't have to adjust all parameters of SLFN. By
solving the solution of (8), the connection β between the
hidden layer and the output layer can be obtained.

... (8)

Solvable

 ... (9)
H+ is the generalized inverse of Moore-Penrose for H.

3. Mineral shape recognition based on extreme learning
In many areas, SLFN has been recognized by academics with
excellent learning performance [10]. However, the traditional
neural network learning algorithm is also inadequate. Because
the gradient is usually used algorithm, feed forward neural
network is showing the following points.
(1) It is difficult to achieve the global optimal, and it is easy

to fall into the local extreme.

(2) Training is slow.
(3) The value of the learning rate is very sensitive, it is not

easy to choose the best.
Therefore, it is always the goal of the researchers to find

the algorithm which is easy to control, has good
generalization ability, fast and can obtain the global optimal
solution, and is used to improve the performance of RBF. This
section introduces the extreme learning machine (ELM)
algorithm, which is dedicated to SLFN and improves its
performance.The algorithm first sets the number of neurons
in the hidden layer, without the need to preset other
parameters. The thresholds and connection weights of the
neurons are randomly generated during the training process,
and no adjustment is needed. After the training, the global
optimal solution can be obtained. Simulation results show
that the algorithm has good generalization ability, simple
operation, fast speed and so on. Finally, this section uses
multiple extracted features, and uses this algorithm, BP, GRNN,
PNN and RBF to compare and evaluate their advantages and
disadvantages.
3.1 PROCESS OF ELM LEARNING ALGORITHM

The process of ELM learning algorithm based on the
conclusion of the previous section is summarized in Fig.2.

According to the above related algorithms and
conclusions, two ELM functions are developed in Matlab
environment.

Training function is ELM train, [IW, B ,LW, TF, TYPE] =
ELM train (P, T, N, TF, TYPE).

Predictive function is ELM predict Y = ELM predict (P, IW,
B, LW, TF, TYPE).

Fig.2 The process of ELM learning algorithm

Determine the number of hidden gods

Randomly set the input layer and the
implicit layer connection weight value w

and the bias b of the neuron

Choose an infinitely differentiable
function as the activation function of the

hidden layer neurons

Calculate the hidden layer output matrix

Calculate the weight of the output
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Among them, IW is the connection weight between the
input layer and the hidden layer. B is the threshold of hidden
layer neurons. LW is the connection weight between the
hidden layer and the output layer. TF is the activation
function of hidden layer neurons, whose value is 'sig'
(default), 'sin', 'hardlim'. TYPE is an application type of ELM
with a value of 1 (default, indicating classification) and 0

(regression and fit). P is the input matrix of the training set. T
is the output matrix of the training set. N is the number of
neurons in the hidden layer (the number of samples that
default to the training set). The output of the training function
is the input of the predictive function, and the Y is the output
prediction corresponding to the test set.

3.2 ELM WILDLIFE CLASSIFICATION MODELING

TABLE 1: INPUT MODEL OF FOUR VARIABLES

Model number 1 2 3 4 5 6 7 8 9 10

Enter the
attribute

Maximum a
Minimal a
Difference a
Frequency
difference

Among them,  indicates the establishment of the corresponding input attribute participation model

Olivine  (Mg,Fe)2[SiO4] Malachite   Cu2[CO3](OH)2

In order to evaluate the
performance of ELM, ELM was
applied to the classification of
mammals, and the results were
compared to the performance and
operation speed of traditional feed
forward networks (BF, RBF, GRNN,
PNN) and discusses the contrast
effect after using PCA dimension
reduction.

According to the requirements
of the problem description, to
achieve ELM algorithm machine
learning, roughly divided into the
following steps: data set (training
set and test set), training, simulation
test, as shown in Fig.3.

There are 7 input variables, and
in the case of no prior gravity, the
contribution of variables to
classification is not known.
Therefore, the full combination of
variables is used as input model,
and when there are 7 variables,
there are 28 input models. After
doing the PCA (principal
component analysis) of the 7
variables, they can be reduced to 4
variables. Taking 4 variables as an
example, there are 10 input models
as shown in Table 1.

Fig.3 ELM model framework
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prediction accuracy of ELM, PNN,
and GRNN after fractal data PCA
was: 79%, 62.5% and 33.3%
respectively. This shows that ELM
has good performance in
classification and pattern recognition
of animal fractal data.

From the analysis of Fig.5, it can
be concluded that when 120 samples
are used for pattern recognition, the
run time averages of PNN, GRNN and
ELM are 0.2s, 0.1s, 0.01s (running
configuration is different, the result
will be different, the same), which
indicates that the ELM has an
absolute advantage over GRNN on
the computational speed, and GRNN
is about twice as good as PNN.

From the analysis of Fig.6, it can
be concluded that when the
programme classifies 120 samples
with three algorithms, the running
time is 6.678s and 3.119 seconds and
the image processed per second > 24
meet the requirements of real-time
dynamic processing in the case of
data without PCA and PCA. After
PCA is performed on the data, it can
obviously improve the operation
speed and slightly more than 1 times.

5. Conclusion
With multiple mineral shape features
of infrared image from Figs.4-6 the
effect of mineral target, ELM is an
effective method to detect the
mineral target infrared image. After
obtaining the fractal data, the ELM,
PNN and GRNN neural networks are
used to study the machine. It is
found that the correct rate of ELM is
as high as 84%, while the same
training is done with the natural
image of the mineral, although the
ELM is still the best, rate of less than
15%. This shows that ELM is the
best performance in the use of
mineral fractal data classification and
pattern recognition applications.
From another point of view, it is
assumed that the fractal features of
the natural light image of the mineral
are not obvious, and this hypothesis

Fig.4 The original data and effect of mineral infrared

4. ELM recognition results
From the analysis of Fig.4, it can be concluded that the
prediction accuracy of ELM, PNN, and GRNN were: 84%,
62.5% and 33.3% respectively using raw fractal data. The

Fig.5 PGA data and effect of mineral infrared
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