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To monitor the operation of coal mine safety production, an
online learning method of fault identification for coal mine
safety production through video probabilistic appearance
manifolds is proposed in this paper. For a category of the
coal mine equipment safety state, a common representation
of the normal appearances of this category would usually
be learned off-line. From video monitoring of this category,
an appearance model can be learned online through a prior
generic model and successive video. The further details, as
well as both the normal and abnormal appearances, can be
expressed as an appearance manifold. In our algorithm, an
appearance manifold would be approximately estimated by
a series of sub-manifolds, and each sub-manifold is further
refined into a low-dimensional linear sub-space. Thus, the
time required for image recognition is reduced to meet the
demands of real-time image processing. Through
experimental analysis, we can demonstrate that our online
learning algorithm method is an efficient method for video-
based image recognition, and its application in coal mine
safety production has proven to be very effective.

Keywords: Probabilistic appearance manifolds, online
learning, image recognition, coal mine.

1. Introduction

Because of the rapid improvement of video cameras and
computer networks, it is a very definite possibility that
online learning will be directly used to recognize

appearance manifolds by video streams, and some useful real-
time applications such as coal mine safety production have
been constructed. Existing related algorithms can only
perform the recognition process in an online environment, but
the training process is always implemented in an off-line
environment. This means that all training video data must be
captured prior, and the changes in the video cannot be
reflected in real time. So, off-line training algorithms are not
suitable for real-time tasks. However, online learning
algorithms are practical for processing and training real-time
video streams.

Coal mine production is a high-risk production process,
as there are many safety risks.There are many video
monitoring systems of coal mine safety production being
used in underground work situations. The captured video
sequences can be used to discover hidden dangers in a
timely manner.

In this paper, an online learning method based on
probabilistic appearance manifold for coal mine monitoring
videos is proposed. Probabilistic appearance manifold [1],
which is shown in Fig.1, can be modelled as a series of sub-
manifolds in image space and the connection relation between
these manifolds. Probabilistic appearance manifold was
learned through a training process from video frames. In the
training process, the training video was firstly classified into
several clusters by the K-means algorithm[2]. Image frames
allocated to the same cluster generally come from analogous
poses. Principal component analysis (PCA)[3] is a statistical
procedure that uses an orthogonal transformation to convert
a set of observations of possibly correlated variables into a
set of values of linearly uncorrelated variables called principal
components.The number of principal components is less than
or equal to the number of original variables. This
transformation is defined in such a way that the first principal
component has the largest possible variance (that is,
accounts for as much of the variability in the data as
possible), and each succeeding component in turn has the
highest variance possible under the constraint that it is
orthogonal to the preceding components. The resulting
vectors are an uncorrelated orthogonal basis set. PCA is
sensitive to the relative scaling of the original variables. In
our algorithm, we use PCA to divide each cluster into a series
of low dimensional linear components named sub-spaces. The
connection relation among these components can be
expressed by a matrix, in which adjacent elements represent
successive frames.

The basic process of probabilistic appearance manifold is
evolving a common appearance manifold M to a concrete
manifold Mk from a series of video frames. The non-linear
appearance manifold M can be approximately equivalent to
several simpler linear components and their connection
relations. In Fig.1, each Ci stands for a principal component
analysis component, and the connection relations between
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these components are described by the probability P.
Our online learning algorithm is very different from

conventional appearance manifold. Appearance manifold in
our algorithm is derived from a multiple training video frames
dataset which includes various instances of that category. In
each time step, only one frame which is used to update
appearance manifold is available in the frame sequence.

Our online learning algorithm is divided into two steps.
The first step is appearance estimation; in this step our aim is
to discover the best sub-manifold. The second step is
gradually updatingthe final appearance manifold. The aim of
the second step is to update all sub-spaces in the appearance
manifold to minimize distortions.

The rest of this paper is organized as follows. In section
2, we introduce the relevant work. In section 3, a mathematical
framework for the algorithm is introduced. An image motion
tracking algorithm is proposed in section 4. In section 5,
experiments and a results analysis are given. Section 6 is the
conclusion.

2. Related work
Although there are a large number of existing appearance of
recognised algorithms, studies of online learning algorithms
are few [4-6].

Brand et al.[4] proposed an incremental algorithm to track
and identify appearance through sub-space. Since the
appearance manifold is nearly non-linear, only one sub-space
may be inadequate.Therefore, it is difficult to track great
changes in appearance.

According to the neighborhood sub-space of appearance
manifold, Ho et al.[1] proposed an online learning algorithm
by using the most recent video frames.The method can
resolve the problem of tracking great changes in appearance,
but the algorithm does not recognize the whole appearance
manifold, so its application is restricted.

Jepson et al. [5] proposed a mixed model for online learning

algorithms for video appearance recognition.The model
depends on different pixels’ distribution to capture an image’s
appearance.

Morencyet al. [7] introduced a view-based algorithm for
appearance recognition by eigenspaces. A separate PCA
model for image frame sets is given in this paper.

Cooteset al. [8]proposed a multiple-view appearance
algorithm which could capture an object’s appearance
through views.The algorithm can infer an object’s appearance
by matching approximate poses and views.

3. Mathematical foundation of our algorithm
The appearance manifold is represented by M, which is made
of m non-intersecting sub-manifolds = mCCC ∪∪∪ ...21 ,
where Ci stands for ith sub-manifold. Each Ci can be obtained
by linear approximation through PCA component analysis.
During the whole derivation process, because of the
appearance of the object, each Ci acts as a pose sub-space.

In our algorithm, M can be obtained through a simple
training process. First we assign a series of video frames with
analogous appearance to m clusters, and then PCA is applied
to each cluster to identify the pose sub-space Ci. In addition,
for each video training data set,the average image in each
pose is computed.

For each sub-space Ci, a series of training samples
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object o, and let Rt be a scope containing an object clipped
from Ft. Each image It in the training video frame sequence is
a sample drawn from the appearance manifold Mk. The aim of
our algorithm is updating the appearance manifold M through
identifying image It at time t.

According to evolving M to Mk, our algorithm can be
divided into two steps.The first step is estimating the
pose.The probabilistic estimation of the *i
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The second step is updating the M in order to minimize
the appearance recognition error, whose formal definition can
be written as follows:
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where {I1,I1,...,It-1,It} represents the previous images in the
video. But {I1,I1,...,It-1,It} do not need to be retained in our
online learning algorithm because the useful data on M have
been characterized in each Ci.

Fig.1 Probabilistic appearance manifold
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