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Abstract
Loosening of rockmass during its excavation in an infrastructure project is carried by rock blasting. The blast-induced ground 
vibrations pose a major challenge to the blasting engineers, whose main objective is to control their potential to cause any 
damage to the buildings in the vicinity. The research reported in this paper explains how the error in the prediction of the 
Peak Particle Velocity (PPV) by the United States Bureau of Mines (USBM)-based approach can be minimised using machine 
learning techniques. The complex correlation between the blast parameter and the PPV value has been modelled using the 
least square boosted decision tree approach after the selection of the best suitable feature has been selected based on the 
correlation matrix. The proposed model automatically maps the input blast feature (SD) with the target PPV values by aggre-
gating the decision of various weak learners. The generalization of the proposed model has been validated through a 5-fold 
cross-validation approach using a dataset comprising of two hundred blast records generated by monitoring the blasts at 
International airport site, Navi Mumbai, India. The assessment of the prognostic ability of the proposed model demonstrates 
that it has outperformed the USBM-based approach for PPV prediction. The results establish that the predictions by the pro-
posed model are closer to the measured values than the other regression models.
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1. Introduction
The development of infrastructure is necessary for boosting 
the economy. As a result, many infrastructure construc-
tion projects are underway, round the globe. Blasting is a 
widely accepted technique to loosen the hard rock before 
its excavation during the construction of infrastruc-
ture projects. When an explosive is detonated, it releases 
energy. The useful energy, which is nearly thirty per cent 
of the total energy released, is utilized for rock breakage 

whereas the remaining energy manifests itself as fly rock, 
air over pressure, blast-induced ground vibration, etc. The 
important parameters of blast-induced ground vibrations, 
to assess their potential for causing damage, are the PPV, 
acceleration, and frequency. However, the PPV is fre-
quently used to estimate the intensity of the blast-induced 
ground vibrations and the investigators have extensively 
applied it for modelling (Amiri, 2016). The phenomenon 
of ground vibrations is annoying to the population resid-
ing in the houses near the blasting site. When the PPV of 

http://www.informaticsjournals.com/index.php/toxi
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Table 1. Important research on the AI based PPV prediction models

Authors, Year Algorithms/
Models

No. of 
datasets

Input 
variables

Remarks

1 Peng et al., 2021 GBT and 
Optimized ANN 
Models

93 MC, T, U, 
B/S
RQD, CF

ANN, ANN Forward, ANN-Backward ANN-PSO, 
ANN-GA, 
exhibited R= 0.879, 0.927, 0.941,0.945, 0.934, 
respectively.

2 Zhang et al., 
2020

PSO and XGBoost 175 MCPD, CF, 
R, B, and S

RMSE= 0.583, R2 =
0.968, MAE=0.346, and VAF = 96.083%

3 Ding et al., 2020 ICA and XGBoost 136 MCPD, R, 
B, CF, T, S 
and H

RMSE= 0.736, R2= 0.988and MAE= 0.527

4 Qiu et al., 2021a 
new intelligent 
method for 
predicting peak 
particle velocity 
(PPV

hybrid 
WOA-XGBoost, 
GWO-XGBoost
and BO-XGBoost

150 d, D, B, S, 
MCPD, CL, 
R, BI, E, ν, 
Pv, VoD, ρe

RMSE, R2, VAF, and MAE = (3.0538, 0.9757, 97.68, 
2.5032), (3.0954,
0.9751, 97.62, 2.5189), and (3.2409, 0.9727, 97.65, 
2.5867) for WOA-XGBoost, GWO-XGBoost, and BO-
XGBoost models respectively.

5 Yang et al., 2020 ANFIS optimized 
by PSO and GAs

86 B, S, T, CF, 
MCPD

ANFIS–PSO results in approximately
53% reduction in RMSE and 9% rise in R2 And ANFIS–
GA model revealed a fall of approximately 61% in
RMSE and 10% improvement in R2 compared to ANFIS. 

6 Fattahi et al., 
2021

RVR Optimized
by grey wolf 
optimization 
(GWO) 
and with BA

95 MCPD, B/S, 
T and R

R and MSE are (0.915, 7.920) and (0.867, 8.551) for 
RVR-GWO and RVR-BA models.

7 Dehghani et al., 
2021

GEP and TLBO 36 d, D, U, n, B, 
S, T, CL, CF

A comparative analysis of
R2, RMSE, MAPE showed the better performance of 
TLBO algorithm compared to the GEP.

8 Chen et al., 2021 hybridizing FA, 
GA
PSO with SVR
ANN

95 MCPD, B/S, 
T, E, Pv, R

R2 and RMSE (0.984, 0.614), (0.977, of 0.725), (0.964, 
0.923),(0.957, 1.016), (0.936, 1.252), (0.925, 1.368), 
(0.924, 1.366) for MFA–SVR,
PSO–SVR, FA–SVR,
GA–SVR, GA–ANN 
and the PSO–ANN respectively. It confirms the 
advantage of MFA-SVR over other models.

9 Shang et al., 
2020

FA and ANN 83 MCPD, S, R, 
B, and CF

FA-ANN model 
RMSE= 0.464, MAE= 0.356, R2= 0.966 and VAF= 
96.620.

10 Ding et al., 2021 bagged
SVR optimized 
with FA

87 MCPD, R R2= 0.996, 0.896 and 0.828 for
BSVR–FA, BPNN and RBFN respectively.

11 Zhou et al., 2021 Jaya-XG boost 150 d, D, B, S, 
CL, Q, W, 
BI, E, ν, Pv, 
VOD, ρe

Jaya hybrid model obtained MAE (0.0008/3.2757), 
RMSE (0.0012/4.0884), VAF (99.99/95.73) and R2 
(1.0/0.9573).

12 Zhang et al., 
2020

Combination of 
FS and RFT

102 B/S, R, T, 
MCPD, CF, 
D

ANFIS models with R2= 0.98, 0.93 and 0.92 for ANFIS 
models, SVM and hybrid models (PSO–ANN and ICA–
ANN) for ANN-FIS models. 
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the ground vibrations exceeds the threshold then it may 
lead to damage to the structures, which causes avoidable 
litigations. It is therefore the objective of a blasting engi-
neer to control the blast-induced ground vibrations so that 
they neither antagonise the nearby population nor have 
the potential to pose any danger to the nearby structures. 
Now-a-days, most of the construction sites are close to the 
human dwellings. Consequently, the PPV control is vital 
to safeguard the safety of neighbouring buildings and the 
dwellings. This requires a careful assessment of the PPV 
of the blast-induced ground vibrations due to a planned 
blast design. A lot of experimental equations have been 
developed by the researchers for the estimation of the PPV 
(Ambraseys and Hendron, 1968; Davies, 1964; Duvall and 
Petkof, 1959; Ghosh and Daemen, 1983; Gupta, 1988; 
Rai and Singh, 2004). Amongst these approaches, the 
USBM equation developed in (Duvall and Petkof, 1959) 
is popular for the prediction of the blast-induced ground 
vibrations. Over the last few decades, with the advent of 
fast computing machines, various Artificial Intelligence 
(AI) based models have been developed to accurately 
forecast the PPV of the blast-induced ground vibrations. 
Table 1 lists the important research on the AI-based PPV 
prediction models.

Note: where, GBT: Gradient boosted tree; PSO: Particle 
Swarm optimisation; ANN: Artificial Neural Network; 
XGBoost: Extreme gradient boost; ICA: Imperialistic com-
petitive algorithm; WOA: whale optimisation algorithm; 
GWO: Grey wolf optimisation; BO: Bayesian optimisa-
tion; ANFIS; Adaptive neuro-inference fuzzy system; GA: 
Genetic algorithm; RVR: Relevance vector regression; 
BA: Bat-inspired algorithm; GEP: gene expression pro-
gramming; TLBO: Teaching-learning based optimisation; 
FA: firefly algorithm; SVR: support vector regression; FS: 
Feature selection; RFT: random forest technique; CHAID: 
Chi-square automatic interaction detection; SIG: Sigmoid; 
PLO: Polynomial; LIN: Linear; ABC: Artificial bee col-
ony; RBF: Radial basis function; B: Burden; S:Spacing; T: 
Stemming length; CF: Charger factor; MCPD: Maximum 

charge per delay; R: Distance of the seismograph from the 
blast site; H: Elevation of the seismograph from the blast 
site; d: diameter of blasthole; D: Depth of blast hole; BI: 
Blastability index; CL: Charge length; ν: Poisson’s ratio; 
Pv,: Primary wave velocity; ρe: Density of the explosive; 
E: Young’s modulus; n: Number of holes in arow; U: sub-
grade drilling; VoD: Velocity of detonation; R2: Coefficient 
of determination; R: Coefficient of correlation: MAE: 
Mean absolute error; MSE: Mean square error; RMSE: 
Root mean square error; MAPE: Mean absolute percent-
age error; VAF: Variance accounted for.

Table 1 shows that a plenty of research is already 
carried out with the sole objective of convalescing the 
accurateness in the prediction of the PPV of the ground 
vibrations. Recently, the research is directed towards the 
application of machine learning techniques in ground 
vibration predictions. Further, it is also observed that the 
accuracy of the prediction can be improved if the clus-
tered data is used for prediction rather than the raw data 
gathered from the blasts. In India, the regulatory author-
ity, Directorate General of Mines Safety, (DGMS) has 
adopted the USBM equation for the prediction of PPV of 
the ground vibration for the mining operations and pre-
scribes the use of the same in mine blasting operations. 
On similar lines, many infrastructure projects also use the 
same equation for the prediction purpose. Although the 
equation is generally used for PPV prediction, it might 
provide slightly lower performance due to noise present 
in the data. Therefore, in this study, we have proposed 
a machine learning-based approach that directly learns 
input (Scaled distance) output (PPV) mapping from the 
raw data. The data sets in the present research have been 
generated through the blasting operations carried out at 
the site of international Airport, Navi Mumbai, India.

1.1 Site of Study
Excavation is going for the land development work at the 
site of international airport at Navi Mumbai, India. The 

13 Zeng et al., 2021 Combinations of 
Boosted-CHAID 
and SVM Models 
with Various 
Kernels viz. SIG; 
POL; LIN; and 
RBF

166 B/S, R, T, 
MCPD, 
CF, S

all SVM models except SVMSIG outdid the ANN 
models while were hybridized with the Boosted-CHAID 
method.

14 Nguyen et al., 
2020

SVR-Based PSO, 
GA, ICA, ABC 

101 MCPD, R, 
B, and S

GA-SVR-RBF model was found to be the best technique 
for PPV prediction.
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area extends 2 km in north-south and 700 m in east-west. 
The excavation site is shown in Figure 1. The site consists 
of various hillocks that reach a height of up to          50 m. 
The rockmass at the site comprises of Basalt and certain 
areas of Amygdaloidal Basalt. Table 2 list the geotechnical 
parameters of the rocks. Table 3 gives an overview of the 
excavation method using drilling and blasting. There are 
numerous structures nearby to the site of excavation. The 
structures either belong to the contractors who have been 
engaged for the excavation or to the villagers residing in 
the vicinity. The structures belonging to the contractors 
have been constructed mainly by using bricks and cement 
mortar whereas those belonging to the villagers have been 
constructed using the mud and bricks. The structures 
belonging to the contractors are within 200 m from the 
site of blasting whereas those belonging to the villagers 
are at 150 m to 220 m from the blast site. In addition to 
these, there are two temples at 75 m and 150 m from the 
site of the blasts. The temples are constructed using brick 
and cement. It is evident that the structures belonging to 
the villagers are weak because of the nature of the build-
ing material and the temples are the sensitive structures. 
This calls for a good vibration control so that no damage 
is inflicted upon the structures belonging to the villagers 
and the sensitive structures.

Table 2. The geotechnical parameters of the rocks
Parameters Basalt Amygdaloidal 

Basalt
Category of rock Very Good Good
RQD, % 75-90 50-75
Average joint spacing, 
mm

60-200 60-200

Average density, g/cc 2.8 2.5
UCS, M Pa 75-125 50-80

Figure 1. Excavation site at International airport at Navi 
Mumbai, India (Sonkar et al., 2021).

Table 3. An overview of the excavation method using 
drilling and blasting

Division of area The area is divided in four zones 
and each of them is called as 
package I, package II, package 
III and package IV

Bench height, m 6 to 12
No of holes fired in a 
round

25 to 100

Blast holes diameter, mm 110
Average burden, m 3 to 3.5
Average spacing, m 3.5 to 4
Stemming, m 3
Subgrade drilling, % of 
bench height

 5 to 10

Average charge ANFO, kg Mostly in the range of 38.78 to 
94.18

Hole to hole delay, ms 17
Down-the-hole delay, ms 250
Row to row delay, ms 25 between the first and second 

row; 43 between the second and 
third row.

Blasting technique Muffled blasting
Excavator bucket capacity, 
m3

0.9

Dumper capacity, m3 8

1.2 Development of Predictor Equation
The blast geometry parameters affect the outcome of 
a blast (Sonkar et al., 2021). The important geometry 
parameters for a blast i.e. spacing, burden, stemming 
height hole diameter, depth of hole including sub-grade 
drilling, along with the maximum charge per delay have 
been noted for two-hundred blasts and fifty of the same 
(25%)have been measured to ensure the exactness of the 
data. Instantel make Micromate seismograph has been 
used to measure the PPV of the blast-induced vibrations. 
At the time of the readings, a minimum count of 1 mm/s 
was set, and the seismograph’s distance from the blast site 
was recorded using GPS.

The literature has a mention of various models for 
the PPV prediction of the blast-induced vibrations. But 
the site owners use the USBM model for PPV prediction 
among the models available in the literature. Equation 1 
represents the mathematical relation between PPV and 
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scaled distance factor for the said regressive model that 
is shown below:

(1)
( )                                                                                 1

b
Dppv k
Q

−
 

=   
 

where, D represents the seismograph’s distance from 
the blast site, Q denotes the maximum charge per delay 
and the site constants b and k are associated to character-
istics of local rock that are evaluated by regression 
analysis. The ratio D / Q  is called as scaled distance 

factor (SD). Based on the wide use of the USBM predic-
tor, the values of the site constants from the 149 recorded 
blasts have been evaluated and the final regressive equa-
tionis shown by Equation 2 (Sonkar et al., 2021).

1.014ppv 108.08 SD                                                                                    −=        (2)

2. Methodology
This section presents a detailed description of the pro-
posed approach for the PPV prediction using boosted 
decision trees (BRT) approach. The overall block dia-
gram of the proposed technique is depicted in Figure 2. 
The proposed approach consists of five stages namely, 
data matrix preparation, data normalization, BRT model 
training, validation using k-fold cross-validation and 
PPV values prediction. In the 1st stage, the data matrix 
has been prepared in which row (r) indicates the number 
of blast samples and column (c) indicates the correspond-

ing features. The final column contains the continuous 
PPV values which are utilized as target values. Further, in 
the 2nd stage, the best feature column has been selected by 
analyzing the correlation matrix. The feature vector has 
been partitioned into 5 folds in which data from the 4th 
and 5th fold are used for training and validation respec-
tively. During this cross-validation phase, the hyper 
parameters of the BRT model are fine-tuned to reduce the 
prediction loss (i.e., Mean Square Error (MSE)). Once the 
MSE loss is minimized the BRT model is used for the PPV 
prediction in the final stage.

Figure 2. Pictorial representation of PPV prediction using 
the proposed BRT approach.

2.1 Feature Selection for Predictive 
Modelling
Feature selection is one of the crucial prerequisites to 
train a robust machine learning model. To validate which 
feature (i.e., blast parameter) is correlated with PPV a cor-
relation matrix has been analysed as shown in Figure 3. 

Algorithm 1. Least Square Boosting Regression Trees (Freund et al., 2017)

M= number of iterations, initialize 0 0, ˆˆ 0, 0r y lβ= = =
Step 1:For 0≤ l≤ M do:
Step 2:Find the covariate jl&ujlas follows:

 

2 2
¡ ¡ ¡ ¡

1 1

 1, . ,  argmin 
l ln n

i im mim l im
i i

u argmin r x u for m p j r x u
= =

      
   = − = … −            
∑ ∑

Step 3:Updating the current residuals and regression coefficient:

 
¡

1 ˆ   ˆl l
jljlr r X u+ ← −ò

 
¡

1 1ˆ ˆ ˆ  &  ,ˆl l l l
jljl jl j j lu j jβ β β β+ +← + ← ≠ò
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It can be observed that the values of SD are highly cor-
related (i.e., negative correlation) with PPV values. A 
negative correlation means that if one variable increases 
another decrease. Therefore, in this study to train the BRT 
model we have selected only the SD parameter.

2.2 Least Square Boosted Regression Trees 
(BRT) for PPV Prediction 
Boosting is one of the most popular techniques for classi-
fication and regression task. This technique improves the 
performance of the model by combining multiple weak 
models. As compared to conventional regression models 
(i.e., linear regression) the BRT-based approach combines 
different weak models to improve the perdition perfor-
mance. In the BRT model, the first step is to select the 
proper devisor which can separate the dependent vari-
able. Further, the strong divisor split the results into 2 
classes. Moreover, the node of BRT is split into 2 domains 
by utilizing recursive grouping of the points and ulti-
mately separating those domains. This division of nodes 
stops till the nodes are uniform. 

Figure 3. Correlation matrix among pairs of blast parameters.

Let’s suppose the input matrix is X= [X1,……..Xp] and 
target vector is y, β= coefficient of regression. The pre-
dicted value of the target is given by Xβ and the residual 
(i.e., error) is denoted by r = y-Xβ. The algorithm for the 
BRT is as follows:

The LS-Boost algorithm is based on the least square 
fitting approach which starts from the null model with 
residual 0r̂ y= . The LS-Boost algorithm finds a covari-

ate jl at the lth iteration. As a result, there are maximum 
decreases in the regression fit to the current residuals 

(Freund et al., 2017). If the univariate fit is represented by 

¡

jljlX u for current residuals (for corresponding lj ) the 

updating of the residuals happens using step 3 (1st equa-
tion) of algorithm 1. Moreover, the th

lj the regression 

coefficient of the model is updated using step 3 (2nd equa-
tion) of algorithm 1. To enhance the generalization of any 
machine learning model the hyper parameters should be 
optimized. During the cross-validation process, the hyper 
parameters of the BRT model have been fine-tuned for 
optimum performance. Table 4 shows the optimized 
parameters for the proposed BRT model for which the 
MSE loss is minimized. Once the model parameters have 
been fine-tuned, the model has been used to predict PPV 
from an unseen test set (Figure 2).

2.2.1 Regression Analysis 
In the recent past, various studies have been conducted 
to predict the blast level induced by the vibration. Particle 
velocity is used extensively in blasting seismology since 
it provides quite reliable results. To evaluate the regres-
sion model two regression losses namely, MSE and Root 
Mean Square Error (RMSE) are utilized. The equations of 
regression loss are as follow:

Table 4. Hyperparameter details of optimized BRT 
model

hyperparameters Values
Ensemble method LS Boost
Learning rate 0.1
Number of base learners 30
Minimum leaf size 8

(3)( ) ( )2

1

1                                                                              3
n

i i
i

MSE y x
n =

= −∑
(4)

( ) ( )2

1

1                                                                        4
n

i i
i

RMSE y x
n =

= −∑

where, n = total number of samples, yi and xi represent 
the actual and predicted PPV values for ith sample. 
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3. Implementation Details
All experiments are completed in an HP workstation with 
64 GB of RAM. Data standardization and model train-
ing has been carried out using MATLAB programming 
language (Mathworks, 2016). To validate the perfor-
mance of each model a 5-fold cross-validation technique 
is used. In this work, two experiments have been carried 
out: (1) PPV prediction using BRT models and (2) PPV 
prediction using different machine learning models. The 
detailed analysis of the PPV prediction result is presented 
in successive subsections.

4. Results

4.1 Results of the Proposed BRT Approach 
The proposed BRT-based model has been validated using 
5-fold cross-validation and the mean MSE and RMSE 
are tabulated in Table 5. The fold-wise results show that 
the proposed model has a minimum loss for the 3rd fold. 
Overall, the model has achieved 0.30 and 0.53 of mean 
MSE and mean RMSE respectively. The low error rate 
indicates that the model is robust for the unseen valida-
tion set.

Table 7. Comparison of the proposed BRT model with standard USBM equation

Calculated scaled 
distance factor,

m kg-1/2

Measured PPV, 
mm/s

Predicted PPV, 
mm/s

by USBM Equation 
2

Predicted PPV, 
mm/s by BRT 

model

1 22.70 5.72 4.66 5.19

2 47.34 1.40 1.98 2.14

3 47.18 1.40 1.99 2.14

4 56.65 2.85 1.61 1.59

5 53.68 1.10 1.71 1.89

6 38.10 1.91 2.55 2.53

7 37.53 1.94 2.60 2.53

8 47.34 1.40 1.98 2.14

9 47.18 1.40 1.98 2.14

10 57.63 2.86 1.57 1.59

11 53.68 1.10 1.71 1.89

12 35.20 2.30 2.79 2.97

13 47.20 1.40 1.98 2.14

14 56.60 2.80 1.60 1.59

15 56.67 2.50 1.60 1.59

16 53.60 1.20 1.71 1.89

17 35.60 2.40 2.76 2.97

18 32.66 2.41 3.05 3.32

19 28.09 4.83 3.64 3.64

20 33.63 4.19 2.95 3.32
MSE 0.64 0.63

RMSE 0.80 0.79
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Further, to visualize the predicted PPV values using 
the proposed approach we have also plotted a graph 
between actual and predicted values. For this purpose, 
100 samples are used and passed through the trained BRT 
model. Figure 4 shows that the predicted values are very 
close to actual PPV values which demonstrates that the 
proposed model precisely predicts the PPV values.

Table 5. Results of the proposed model for PPV 
prediction using 5-fold cross-validation 

Fold MSE RMSE
1 0.24 0.49
2 0.43 0.65
3 0.15 0.39
4 0.25 0.50
5 0.41 0.64
mean 0.30 0.53

Figure 4. Plot of actual vs predicted PPV response values.

4.2 Results of PPV Prediction using Various 
Regression Model
In the previous section, we have used the BRT model for 
the PPV prediction. In this section, we have analyzed the 
effect of different regression models on PPV prediction. 
For this purpose, three different regression models have 
been trained namely, linear regression, stepwise linear 
regression and boosted regression trees using the same 
validation approach. First, the simplest models called lin-
ear regression and its variant have been analyzed which 
has achieved MSE of 0.64 and 0.64 respectively. Note that 
the linear regression model works better if there is a linear 
relationship between variables. In case the data is corre-
lated in a very complex way, linear regression might not 
work in such scenarios. Hence, we have implemented and 

evaluated the decision tree-based model. The proposed 
BRT model has been evaluated and compared with other 
regression models. The comparison between the perfor-
mances of these models are tabulated in Table 6. From 
Table 6,it can be noticed that the proposed BRT model 
has overall achieved significantly better results compared 
to other two regression models. This demonstrates the 
superiority of the proposed BRT model for PPV predic-
tion.

Table 6. Comparative analysis of the proposed model 
with different models for PPV prediction

Regression model Validation Testing
MSE RMSE MSE RMSE

Linear  0.64 0.80 1.24 1.11
Stepwise Linear 0.64 0.80 1.24 1.11
Boosted Trees 0.30 0.53 0.63 0.79

4.3 Comparison of the Proposed BRT 
Model with USBM Equation for PPV  
Prediction 
In this section, the performance of the proposed BRT 
model is compared with the performance of the stan-
dard USBM equation. To validate the performance of the 
proposed BRT model, 2 experiments are carried out. In 
the first experiment, the PPV values have been predicted 
using Equation 2 (see section 2). To obtain the PPV equa-
tion first a clustering algorithm has been implemented to 
cluster the homogeneous parameters. Moreover, based 
on the clustered data a PPV prediction equation (i.e., 
Equation 2) is created. The measured and predicted PPV 
values are tabulated in Table 7. The clustering USBM 
approach has obtained MSE and RMSE of 0.64 and 0.80 
respectively. Further, in the second experiment, we have 
utilized the same test dataset and predicted the PPV val-
ues using the proposed BRT model. 

From Table 7, it can be observed that the proposed 
BRT model has achieved MSE and RMSE of 0.63 and 
0.79 respectively which are better as compared to clus-
tering and USBM-based approach for PPV prediction. It 
is worth mentioning that the USBM based approach first 
utilizes a clustering approach and then creates the predic-
tive equation based on a homogeneous group. Therefore, 
the process of PPV prediction using k-mean clustering 
and regression-based approach is cumbersome. Whereas, 
in this work, the BRT-based model does not require any 
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preprocessing and directly learns the mapping between 
input peta meters and the PPV values which is more 
efficient as compared to the clustering and regression-
based approach. Moreover, the results of the proposed 
BRT model demonstrate that the machine learning-based 
model can learn better feature mapping as compared to 
the traditional approach. Therefore, in the future machine 
learning-based approaches could be utilized to predict 
the PPV value. 

4.4 Regression Analysis Using Scatter Plot
Further, the predicted vs. actual plot is also analyzed in 
order to check the various model performance as shown 
in Figure 5. The plot demonstrates that how well the 
model has made the predictions for different target PPV 
values. The actual and predicted values will overlap for a 
regression model that achieves perfect results. For such 
a model, all the data points should lie on a diagonal line. 
The error is calculated by taking the difference between 
the vertical distance from the diagonal lines to any data 
points. Note that for a best-performing regression model, 
the data points are scattered nearby the diagonal lines. 
Based on the plot, it is seen that the data points are not 
symmetrically scattered nearby the diagonal lines. Hence 
for these models, the PPV prediction error is high. 
Contrary to model (a) and model (b), the data points 
are scattered approximately symmetrically nearby the 
diagonal lines for the BRT model (i.e., model (c)). This 
demonstrates that the BRT model has lower error as com-
pared to other regression models. From the scatter plot, 
it can also be observed that the BRT-based model is the 
best performing model for PPV prediction as compared 
to other regression models.

(a) 

(b)

(c)
Figure 5. Plot of predicted vs actual for (a) Step-wise Linear 
regression, (b) Linear regression, and (c) Boosted Regression 
Trees.

5. Conclusion
In this work, a self-created blast dataset has been utilized 
which is acquired at the site of International Airport, Navi 
Mumbai. To model the complex correlation between the 
blast parameter and the PPV value, a decision tree-based 
approach called the least square boosted decision tree has 
been utilized. Before, training the BRT model the best suit-
able feature has been selected based on correlation matrix 
and then passed through the BRT model. The proposed 
model automatically maps the input blast feature (SD) 
with the target PPV values by aggregating the decision of 
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various weak learners. To validate the generalization of 
the proposed model a 5-fold cross-validation approach 
is used. Moreover, the model has been also validated on 
a separate unseen test set to ensure robustness. Besides, 
the predictive performance of the proposed model has 
been compared with PPV prediction obtained using the 
standard USBM approach. The results demonstrate that 
the proposed model has outperformed the USBM based 
approach for PPV prediction. Further, to validate the 
robustness of the proposed BRT model a comparative 
analysis is carried out with other regression models. The 
results demonstrate that the proposed model significantly 
improves the prediction accuracy as compared to other 
regression models.
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