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Laboratory experiment on 2D inversion of ERT
data with different borehole arrangements

This paper discusses the effects of the three types of electrode
arrangements on inversion resolution of electrical resistivity
tomography (ERT). Through the lab flume (1.2m long and
0.85 deep) experiment and a high-resistivity rock
(approximately 10002m) under the low-resistivity salt water
(approximately 302m) background, this paper carries out
inversion with cross-hole, borehole-to-surface and surface-
to-borehole arrays. The inverted maps from the cross-hole
and borehole-to-surface data cannot perform the target well
but it can roughly delineate the boundary between the high-
resistivity and low-resistivity layers. The inversion resolution
of the surface-to-borehole data is the worst of the three types.
However, the joint data set can increase the inversion
resolution without the poor-quality data set being added
into the inversion calculation. ERT investigation with
borehole-to-surface array was employed in Chifeng in the
northeast of Inner Mongolia, China. A smallscale was
delineated with high-resolution, which is consistent with the
drilling data.
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1. Introduction

lectrical resistivity tomography (ERT) is a geophysical
Etechnology in which direct current (DC) is injected into

the ground between a pair of electrodes and the
voltage is measured between another pair. ERT surveys have
been used in resource exploration [1-4], hydrogeology
surveys [5-[8], engineering geology surveys [9-12] and
environmental geology surveys [13-15]. Numerous
approaches have been developed by geophysicists including
the finite-difference (FD) method [16-20], the finite-element
(FE) method [21-25] and the boundary-integral (BI) method
[26-28]. The electric potential (difference) in two-dimensional
(2D) and three-dimensional (3D) conductivity structures can
be obtained by solving the system of linear equations arising
from discretization of partial differential equations by these
numerical approaches. In general, the FD method is much
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more flexible than the boundary-integral method in treating
conductivity structures. And the calculation requirements of
the FD method is less stringent than those of the finite-
element method. In all the literatures, the FD method was used
for the numerical simulations of inversion.

Based on the principles outlined above, authors
developed a rapid inversion programme for ERT surveys
using the C# language and used the parallel computation
method in the resistivity inversion programme, which
significantly improved the computational efficiency. The ERT
method uses multiple current sources at multiple separations
to generate multiple sets of ERT data. The parallel method is
perfectly adequate for solving such problems. This paper
focuses on studying the effects of electrode array on 2D
inversion resolution and applies three types of electrode array
in the lab flume experiment.

2. Forward solution and inversion strategy

For a steady-state problem, the equation governing the DC
response of a point current source was given [29-30, 24]:

V-6Vo)=-15(-r,) . @

where, ¢ is the electrical potential; | is the source current; &(r-
r. is a delta function; r and rg are the locations of the
observation point and the point-source current, respectively;
and s is the electrical conductivity.

There is a singular term defined by equation (1). To delete
the singular term, the electrical potential is divided into two
terms. The first term (¢,) is the well-known formula for the
potential in a uniform material with a conductivity of o, and
the second term (¢,) is a correction made due to the non-
uniformity of a given material [19]. The potential can therefore
be defined as follows:
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By substituting equation (1) into (2) and (3), we obtain
the following equation:
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The discretization of the resistivity problem discussed
here is based on the theory outlined by Dey and Morrison
[18, 31]. The FD method is used to calculate the potentials
for a discrete number of transform variables at the nodes of
quadrilateral element meshes. The FD method is also
employed in forward modeling, in which the modeling routine
accounts for 2D source current electrodes. The discretization
equation obtained is as follows:

®)

Boundary conditions are applied to the ground surface,
with z=0. Specifically, the Neumann boundary condition
represented by equation (6) is applied. The other boundary
of the model space for inversion is implemented by applying
the mixed-boundary condition [31]expressed in equation (7):
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where, 6 is the angle between the radial distance r and the
outward normal n.

For the forward problem, solving for a set of equations
normally consumes most of the computing time. Compared to
direct methods, the incomplete Cholesky conjugate gradient
(ICCG) algorithm is a more efficient iterative solver for large
sparse linear equations. In the ICCG algorithm, only the non-
zero elements are stored, and the algorithm converges very
quickly [32]. Therefore, the ICCG algorithm is used for the
forward problem.

For 2D resistivity inversion, the smoothness-constrained
least-squares optimization method [33-35] is frequently used.
The iteratively reweighted smoothness-constrained least-
squares optimization method is used for data inversion. The
equation used is as follows:

(’iTRdJi +7“iWTRmW)Api =J Rygi =MW R, Wp, .. (8)

where, g; is the data misfit vector containing the difference
between the observed values and the calculated potential or
the apparent resistivity obtained by forward modeling; Ap, is
the change in the model parameter in the ith iteration, and
;.1 Is the model parameter vector in the previous iteration; J
is the Jacobian matrix of partial derivatives; W is the
roughness filter; R, and R are weighting matrices that are
introduced so that different elements of the data misfit and
model roughness vectors are given equal weights in the
inversion process; and 4; is the damping factor after the ith
iteration. The calculation efficiency of inversion problem
depends upon the number of forward problems per inversion
iteration. For the DC resistivity inversion, there are two
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methods to solvel including directly solving J[36] and
employing a similar procedure to multiplyJby an arbitrary
vector x [37][38]. Regarding Yorkey’s method and Rodi’s
method, we prefer the latter one. Directly solving J will require
doing one forward problem for each model parameter in each
inversion iteration on one current source, and the amount of
calculation will be great when the grid mesh density is high,
so the mesh grid density has a great impact on the inversion
efficiency. However, computing Jx and JTy requires one quasi
forward calculation for inversion iteration on one current
source. Rodi's method is more efficient than the traditional
method for resistivity inversion problem with multiple current
sources. In addition, parallel techniques have been achieved
to solvel, which greatly increases the calculation efficiency.

We employ the log-conductivity method to constrain the
inverted resistivity (conductivity) from being a positive value.
Then, the Jacobian matrix (J) can be expressed as follows:

©)

and .

To suppress any model structure not required by the data,
the model roughness must be minimized. For a 2D structure
with x lying along the direction of the strike axis, the measure
of model roughness may be given as follows [39]:

2 2
(10)
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where, m is the vector of model parameters; ¢ is a roughening
matrix that differentiates the model parameters of laterally
adjacent prisms; and 2 is a roughening matrix that
differentiates the model parameters of vertically adjacent
prisms. Suppose the grid consists of a total of N elements,
with p elements in the horizontal direction, each having a
width of h, and | elements in the vertical direction, each
having a width of v;, i =1, 2, ..., I If we number the elements
from left to right starting from the top left element, the NxN
vertical roughening matrix 9 is illustrated as follows:
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where, ¢ is a pxN matrix of zeroes. The roughening matrix
for x-direction is given as follows:

G . (12)
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where 9 is the roughening matrix with pxp size for the ith
layer which is illustrated as follows:

(13)

To solve a set of equations developed from the equation
(8), the conjugate gradient relaxation method is employed
with implementation in the parallel processing mode. For the
ERT method with multiple current sources, the parallel mode
is applicable to this problem. For the multiple threads of PCs
or workstations, the forward modeling of different sources can
be thrown to the different threads for calculations.
Meanwhile, solving the Jacobi matrix of the different sources
can be implemented in parallel processing.

Based on these principles, we develop the rapid resistivity
inversion algorithm that uses the conjugate-gradient
relaxation method to solve the maximum-likelihood inverse
equations in C# language.

3. Flume experiment

We employ the ERT method with different electrode arrays.
Fig.1 shows the flume experiment site, including the
transmitter, receiver, non-polarizable electrodesand power
supply. The target is a high-resistivity (approximately to
1000©22m) rock sample and the background is constructed with
low-resistivity salt water.

We use the GDD receiver and transmitter to carry out the
flume experiment and collect the observed data. The maximum
emissive power of the GDD transmitter is 1.8 kW and the
output current can be set to 10A (maximum supply current).
The output voltage rangesfrom 150 V to 2400 V andthe offset
voltage is less than 2 mV. The determination accuracy was *
0.5% of the measurement range.

In order to study the effects of electrode arrays on 2D
inversionresolution, three types of electrode arraysare
employed in the lab flume experiment (Fig.1). The flume is
about 1.2m long and 0.85mdeep. The node spacing is 0.1m in
the horizontal direction and 0.08m in the vertical direction.
Therefore, the number of grid blocksis 12x12 and the number
of inverse parameters is up to 144.

We carry out a lab flume experiment with a high-resistivity
(approximately 1000€2-m) rock as the target and with the low-
resistivity salt water (approximately to 4Q-m) as the
background. Fig.2 shows the imaginary resistivity model with
the high-resistivity target under the low-resistivity
background. The reconstructed resistivity map below from
the inversion of ERT data with different arrays can be
evaluated by referring to the “true” resistivity model.
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Fig.1 Water tank (a) with a depth of 0.85m and a length of 1.2m;
(b) is the high-resistivity (approximately to 1000Qm) rock sample
with a width of 0.3m; (c) is the GDD receiver; and (d) is the flume
experiment site including the transmitter, receiver, non-polarizable
electrodesand power supply. The high-resistivity rock is put in the
low-resistivity background (salt water with a resistivity of ~4Qm)

Fig.2 Imaginaryresistivity model with high-resistivity rock as the
target under the low-resistivity salt water background

Fig.3 Inverted image from the inversion of cross-hole ERT data
Fig.3 shows the inverted image from the cross-hole data

set. From the map, it can be seen that the transmitters and
receivers are located in the subsurface along the two
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assumptive boreholes. Through the receiver in the
subsurface, 176 observed data are collected for inversion. The
inverted resistivity image shows that the high-resistivity
target is hard to describe, especially the top boundary that is
entirely unidentifiable. The left and bottom boundaries can
be described clearly, but the right boundary is not
reconstructed well. A high-resistivity target anomalous body
can be found in the resistivity map below in the high-
resistivity target, where it should be low-resistivity rather
than high-resistivity, which can easily mislead the
interpretation work for the field data evaluation.

Overall, the inversion of ERT data with the cross-hole
array is better for reconstruction of the bottom boundary of
the high-resistivity target but not for the identification of the
top boundary. The area from the land surface to the top
boundary of the target can be misled by the inverted
resistivity map. The reason why the “wrong” resistivity block
existed is that there are fewer electrodesabove the target than
the those below the target. More electrodes means more
observed data can be obtained and more information can be
collected from the area below the target.

Fig.4 shows the inverted image from the inversion of
borehole-to-surface array data set. From the map, it can be
seen that the current and sink are located in the subsurface
between the two hypotheticboreholes and that the potential
electrode and reference are located on the assumptive land
surface (approximately 0.02m in depth). Through the
arrangement employed, we can obtain the 420 observed data.
In the resistivity map, the inverse model is divided into two
layers with the boundary placedat a depth of approximately
0.3m. The model is far from the “true” resistivity model. The
area from land surface to the place at a depth of 0.2m can be
reconstructed with low-resistivity (approximately 4Q-m)
blocks, which represent the “true” resistivity value of the
background salt water, because that there are more
electrodeson land surface than those in the boreholes.
However, the background is not what we focus on, and we
only care about the resistivity value and location of the high-
resistivity target. Unfortunately, theresistivityand location of

Fig.4 Inverted image from the inversion of borehole-to-surface data
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the high-resistivity target is hard to describe from the ERT
image with the borehole-to-surface array. The entire areahas
been divided into two layers. The divisional planeis at the
depth of the top boundary of the target. Therefore, it is hard
to use the inverted map from the inversion of ERT data with
the borehole-to-surface array to delineate the high-resistivity
bodies.

Fig.5 shows the inverted image from the inversion of the
surface-to-borehole array data set. From the map, it can be
seen the current and sink are located in the assumptive land
surface (approximately 0.02m deep) and that the potential
electrode and reference are located in the subsurface between
the two assumptive boreholes. Through the arrangement
employed, we can obtain 119 observed data. From the
resistivity map, it can be seen that the area of high-resistivity
target is filled with low-resistivity blocks and the high-
resistivity blocks are distributed along the left borehole. The
result from the ERT inversion with surface-to-borehole array
data shows that the surface-to-borehole data are not sensitive
to the high-resistivity anomalous bodies, and that it is hard
to reconstruct the anomalous bodies even for anyof the
interfaces of the target. What is more, the area between the
potential electrode in the borehole and right boundary of the
target appears as a high-resistivity block from the land surface
to the bottom of the water tank, whichforms a narrow and
long string.

Fig.5 Inverted image from the inversion of surface-to-borehole data

Fig.6 shows the inverted image from the inversion of the
joint cross-hole and borehole-to-surface data. The result from
the inversion of joint data well accomplished the target — the
high-resistivity body was delineated in right place. The
resistivity value of the target is approximately 500€2m and the
background resistivity value ismostly about 50Q2m. Although
the inverted resistivity values of the target and background
are far from the “true” values, the location of the target can
be accurately described, which is what we care about,
especially the description of the target interfaces.

From the resistivity map from the joint array data and
single array data sets, it can be found that the inversion
resolution of joint data is better than that of single data set.
Then, we carry out inversion of the three types of array data
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Fig.6 Inverted image from the inversion of joint cross-hole and
borehole-to-surface data

and obtain the resistivity map as shown in Fig.7. Results from
the three types of array data sets show that the area from the
land surface to the place at a depth of 0.2m (the top boundary
of the high-resistivity target) can be reconstructed with low-
resistivity (approximately 4Q-m) blocks, which represent the
“true” resistivity value of the background salt water.However,
theresistivityand location of the high-resistivity target
whichwe care about are hard to describe. The entire areahas
been divided into two layersin depth which is similar to the
results from the inversion of borehole-to-surface data.

Fig.7 Inverted image from the three types of data sets

The reason why the inverted map from the three types of
electrode configurations cannot describe the target is that the
poor inversion resolution of surface-to-borehole data takes
up a large weight in inversion calculation and results in a bad
inversion resolution.

4. Field case

The ERT survey area in Chifeng, Inner Mongolia (Fig.8a) is
an important ore-bearing region. From the 1950s to the 1990s,
many geological exploration teams carried out field work in
this area forgeologicsurveys, mineral resources surveys,
hydrogeological investigation and geophysical and
geochemical exploration. We have accumulated a lot of data
about the geological and mineral resources in this survey
area.
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Fig.8 Location and Google map of the survey area. (a) Location of
the survey area. (b) Google earth image of the survey area

Figs.9a and 9b show the electrode arrangement and
inverted resistivity image from the ERT data, respectively. We
employ the borehole-to-surface resistivity method to figure
out the subsurface electrical resistivity distribution and
identify the local mineral resources. As shown in Figure 6a,
the borehole SISZK12-61 is approximately 700m deep, and the
borehole dips at an angle of approximately 85° to the
southwest, according to drilling data. The current electrodes
are located at various depths rangingfrom 50m to 700m and
with spacing of 50m. The potential electrodes are located on
the land surface with spacing of 50m. 168 observed data of
electric potential differencesare collected at 12 survey
stations and 14 current sources. These data are all imported
from the resistivity image as shown in Fig.9b.

Fig.9 (a) ERT survey with borehole-to-surface array and (b) Inverted
image from the inversion of ERT data.

The ERT inversions show that the borehole-to-surface
ERT method can produce high-resolution images (Fig.9b) of
thesubsurface resistivity distribution. Some surface objects
are reflected in the ERT image (Fig.9b), such as one water tank
and two exploitation areas, which are marked in Fig.9a.
Furthermore, the subsurface resistivity distribution obtained
from inversion of field ERT data is consistent with results from
the drilling data, and a small-scale lead and zinc mine can be
delineated at a depth of ~450m. In the inverted image, another
low-resistivity zone can be delineated at a depth of ~520m to
~620m and a distance from 100m to 200m in the horizontal
direction, whichismost likely to be a good potential zone for
mineral exploration.
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5. Conclusion and discussion

This paper first gives out three types of electrode arrays and
studies the effects of arrayson the inversion resolution
through the lab flume experiment. The inverted maps from the
cross-hole and borehole-to-surface data can roughly delineate
the boundary between the high-resistivity and low-resistivity
layers, but the one from the surface-to-borehole data cannot
describe the resistivity distribution completely. The joint
cross-hole and borehole-to-surface data can describe the
target well, especially the left and bottom inner boundaries.

In conclusion, the results from the experiment show that
the single electrode array ERT data set can hardly achieve a
good resolution, and that joint data set can increase the
inversion resolution without the poor-quality data set
beingadded in the inversion calculation. At last, this paper
conducts the ERT survey with borehole-to-surface array to
investigate a prospective zone for mineral exploration, and
delineates a lead and zinc ore deposit at high-resolution.
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