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ABSTRACT: The cotton bollworm, Helicoverpa armigera (Hiibner) is an important pest in India damaging cotton crop and 
resulting in economic loss. Accurate and timely prediction of the pest, considering biotic and abiotic factors is essential to reduce 
the crop loss. In this paper, we present a neural-network classifier for predicting the pest incidence on cotton by considering the 
season, crop phenology, biotic factors (spiders and Chrysoperla zastrowi sillemi) and abiotic factors such as maximum temperature, 
minimum temperature, rainfall and relative humidity. Single layer perceptron neural-network with back-propagation algorithm was 
utilized for the design of the presented intelligent system. Decision tree is presented from t h e  proposed trained neural-network. The 
results showed that the supervised neural network system could classify or predict the pest incidence as either 'high' or 'low' based 
upon economic threshold level with high degree of accuracy. Extracting rules from the decision tree helps the user to understand 
the role of biotic and abiotic factors on H. armigera incidence. 
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INTRODUCTION with weather parameters, crop phenology and relative -. 

abundance of -natural enemies ( ~ r i v e d i  et al., 2005). 
The infestation of bollworm (Helicoverpa armigera 

Therefore, an attempt was made for developing a model 
(Hiibner)) in cotton crop is one of the most important for predicting the pest incidence in cotton crop by using 
constraints to production global '~  et 'l.7 data mining technique - artificial neural-networks (Han 
1986). Frequent amigera are in and Kamber, 2001) considering factors like season, crop 
India leading to various social and economical problems. stage, natural enemies, viz. spiders (pardosa  sp., 
A suitable pest management SYsten with timely forewarning Tetragnatha sp., Lycosa sp.) and Chrysoperla zastrowi 
could help the farmers to take UP control n ~ a s u r e s  against sillemi and abiotic factors like maximum temperature. 
this pest. The currently available prediction models minimum temperature, rainfall and relative humidity. 
developed mainly based on simple regression equations ISingle layer perceptron neural-network with back- 
do not predict the pest incidence accurately. There i s  a propagation algorithm was used for the classification of 
good scope to use the  emerging informat ion a n d  the pest incidence as 'HIGH' o r  'LOW' based upon 
communication technology (ICT) to accurately predict the economic threshold level ( E n )  for finding the occurrence 
pest build-up. There is a need for linking the pest incidence of H. armigera in cotton crop. 

Th i s  is part of the Ph. D. work of the first author submitted to  Shrimathi Indira Gandhi College, Bharathidasan University, Tiruchirappalli, Tamil 
Nadu, India. 
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MATERIALS AND METHODS 

Database 

The data sets were obtained from Regional Agricultural 
Research Station, Raichur, Karnataka, India from the 
unsprayed experimental plots under All India Coordinated 
Cotton Improvement Project (AICCIP) on NCS-145 (non 
Bt-Cotton). The sample size was 25 plants1500 sq, m2 
area. Weekly observations on mean number of H. armigera 
larvae present per five plants were recorded for the period 
2005 to 2009. Natural enemies - spiders (NE1) and 

Clzrysoperla znstrowi sillemi (NE2) per plant were recorded 
during this period. Weather parameters like maximum 
temperature (MaxT), minimum temperature (MinT), relative 
humidity (RH) and rainfall (RF) were taken based on 
weekly mean values. Pest incidence in relation to previous 
week's abiotic and biotic factors was considered for analysis. 
Observations at different stages of the cotton crop like 
1-5 weeks age of the crop, square initiation, flowering 
and boll formation, boll maturity and boll bursting were 
taken for analysis. The sample data is given in Table 1 
along with attributeslfeatures and ClasstTarget variable. 

Table 1. Sample records / tuples from the database 
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Assigning class label 1 pattern 

Thc pcst incidence was classificd into two classes - 
1 larval10 plants considered as HIGH class and c 1 larva/ 
10 plants considered as  LOW class based on ETL 
(Dhaliwal and Arora, 1996). The class labels were assigned 
into the database for the training set of data. 

Operation of an ANN 

An artificial neural-network (ANN), usually called 
"neural-network" (NN), is  a mathematical model based 
on biological neural networks of what goes in our brain 
and i t  can b e  applied for predictive modeling and 
classification. The  most popular ANNs are back- 
propagation (BP) networks (Rumelhart, et al., 1986) and 
are used in many fields. 

The trained neural-network operates in a feed forward 
manner. However, the weight adjustments enforced by 
the learning rules propagate exactly backward from the 
output layer through the so-called "hidden layers" toward 
the input layer. 

The threshold is one of the key components of the 
perceptron. It determines based on the inputs whether the 
perceptron fires or not. Basically, the perceptron takes all 
the weighted input values and adds them together. When 
the computed sum value is above or equal to threshold 
value, then the perceptron fires. Otherwise, the perceptron 
does not. So, it fires whenever the following equation is 
true (where 'W' represents the weight, and there are 'n' 
inputs). The firing rule for back propagation network with 
perceptron concept is defined with t h e  function (1). 

Input 

x 1 

The activation function is f(net), 9 is the thrcshold 
value and Y is the output value. The functioning of the 
artificial neural network is given in Fig. I .  

Network architecture 

A back propagation network typically comprises three 
types of neuron layers - an input layer, one or more hidden 
layers and an output layer, each including one or more 
neurons. The proposed network has an input layer (on 
the left) with 8 input neurons, one hidden layer (in the 
middle) and an output layer (on the right) with 2 output 
neurons. 

Input layer 

A vector of predictor variables (X, ... Xn) was presented 
to the input layer. The input layer (or processing before 
the input layer) standardized these values so that the range 
of each variable is -1 to 1 or  0 to  1. The input layer 
distributes the values to each of the neurons in the hidden 
layer. 

Hidden layer 

Arrived at a neuron in the hidden layer, the value 
from each input neuron is multiplied by a weight (WJ ,  
and the resulting weighted values are added together 
producing a combined value net. The weighted sum 
(net) is fed into a transfer function, which is  sigmoid 
(Y = f(net) = (l+e"")-') outputs a value Y. The outputs 
from the hidden layer are distributed to  the output 
layer. 

Output layer 

The 'Y' values received from the hidden layer after 
activating the sigmoid activation function are the final 
outputs of the network. 

Connection weights -:- - 

Fig 1. Operation of an artificial neural-network 
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Input neurons i n  the first iteration. The learning rate parameter, Tl = 0.25 - 
had been assigned rts constant to ensure that the network There were eight input neurons like crop stage, 

season, NE1, NE2, MaxT, MinT, RF and RH, which were would settlelconverge to a solution. Tolerance value had 
been set assigned as 0.000 1. assigned as X,, X ,,...., X,. So, Xi denotes the input vector, 

and Wij denotes the weight vector. Training phase and Testing phase 

Data preprocessing The leave-one-out method (Efron, 1983) was chose11 
for partitioning database into training set and testing 

The technique min-max method used set. The database for the period from monsoon, 2005 to 
with the function (2), so all the attribute values scaled Winter, 2008 (74 observations - 3 years data) was used 
between 0 and 1 (Obach, et al., 2001). Min(x) and Max(x) as a training set. The database for the period from 
denotes minimum and maximum values in the input1 monsoon, 2008 to winter, 2009 (27 observations) was used 
attribute array Xi and 'x' denotes the inputfattribute value. as testing set to validate the model. 
Min-max normalization has been chosen since it preserves 
the relationships among the original data values. Hidden neurons 

x - Min(x) Starting with single hidden neuron for each class 
MinMax(x) = 

Max(x) - Min(x) category, training of the network started. Hidden neurons 
, are then added one at a time in an attempt to improve 
'L) model performance. The total number of hidden neurons 

Weights and learning parameters used in this network was six (0.75 * 8) and the number 
of hidden laver was one. The total number of hidden 

In order to optimize the performance of back- neurons wa; chosen as 3 for each class and it was 
propagation network, it is essential to note that the confirmed with earlier report of Lenard et al. (1995) where 
perf0rnIance is a function of several internal parameters 0.75* N, where N represents the number of input nodes. 
including the transfer function, error function, learning The proposed neural network architecture with 8 input 
rate and momentum term. In the proposed model weights neurons x 6 hidden neurons x 2 category/class output is 
had been initialized to small, random values between H . 2  shown in Fig. 2. 

Input layer Hidden layer Output layer 

Season 

Crop stay e 

NEI 

NE2 

MAXT 

MINT 

RF 

RH 

Pest incidence {PI) 

Class 1 

Glass2 

Class1 -r High 
Class 2 -> Lclw 

Fig. 2. BP network arcllitccture with perceptron for prediction of H. arrnigera on cotton 
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Modcl performance 

Model performance was dctcrmined using the 
correlation coefficient (r) between observed and estimated 
values of the o u t p ~ ~ t  variable. In the training and testing 
procedure, as recommended by Lek et al. (1996), the MSE 
between observed and predicted values has been used to 
determine the optimal training zone. 

The statistical model 'logistic regression' is used to 
validate our BPN model. Since the process of classification 
is dichotomous (two classes - High or Low), logistic 
regression analysis has been used to validate our model 
for both training set and testing set by using Statistical 
Package for Social Sciences (SPSS) Ver. 18.0. 

Decision n e e  

The optimum set of proposed single layer backpropagation 
network has been used to derive decision tree as a rule 
extraction method. The tree was constructed in the form 
of binary tree. The tree had decision node as condition 
and output/result of that condition is derived as yes or  no 
options. The 'yes' option always grows as left child and 
'no' option always grows as right child in the tree. The 
node ended when the condition is not able to  proceed 
further in the 'no' option as right child. The end of the 
leaf node denoted the class label of pest incidence. The 
classes always defined in the left child of the tree, i.e., 
'yes' option of the decision node. Root had been fixed as 
PI and the categorical variable crop stage had been taken 
as the first attribute/variable starting from the level-1. 
Maximum-minimum values used to find out the range for 
continuous data attributes. Mode value had been chosen 
for categorical attributes. The decision tree diagrams of 

According to Andrews et al. (1995), the use of ANN amigero incidence at 'High. or are given in 
- Multi-layer Perceptron's (MLP's) greatest weakness is Fig and Fig. 5 ,  respectively. 
their lack of transparency. Unlike decision trees, which 
show their seasoning explicitly, MLPs hide their knowledge 
in the complex interrelationships of their weights. This 
means that although MLPs often provide excellent models 
for prediction, they provide no insight into the relationships 
between input values and output values that the model 
may have found (Andrews, et al., 1995). This is because 
there.is no explanation of the mechanism inside the models. 
The study showed that the decision trees generated from 
the trained network had higher accuracy than decision 
trees created directly from the data (Njubai et al., 2009). 

RESULTS AND DISCUSSION 

The line diagram by plotting the computed actual 
values (Y) and the desired values (Fig 3) revealed that the 
proposed neural network model predicted the pest 
incidence more accurately and the average of mean square 
(Table 4) reveals that the pest incidence was HIGH when 
the neural network output ('Y') was > 0 and the pest 
incidence was LOW when the neural network output ('Y') 
was d" 0. 

Fig. 3. Prediction performance of trained network by using back propagation algorithm 
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Table 4. Set of observed and co~nputed values of pest incidence 
(PI) with MSE 

It has been observed that 'Y' value for class1 category 
was > 0 and 'Y' value for class 2 category was d 0. Here, 
the trained neural network learned the concepts of 
classifying the pest incidence as either HIGH or LOW. If 
the actual output, 'Y' value derived as > 0, then there was 
a chance of high level of pest incidence (above ETL). If 
the actual output, 'Y' value derived as c 0, then there was 
no chance or less chance or low level occurrence of pest 
incidence (below ETL). The number of training records 
was 74 and the goodness of fit is 47.908 and R2 value is 
0.65. The no. of testing records was 27 and the goodness 
of fit is 7.517 and R2 value is 0.887. The correctly classified 
instances (CCI) for training set is 79 percent and for testing 
s'et is 92 percent. 

Njubai et al. (2009) developed mating decision 
support system by using neural network model in Kenyan 
Holstein-Friesian dairy cattle. The results of decision tree 
(Fig. 4) revealed that the pest incidence was high when 
the crop was in square initiation stage, flowering and boll 
formation stage and boll bursting stage during post 
monsoon season. The pest incidence was low 
during monsoon when the crop is 1-5 weeks old and in 
square initiation stage. Rules can be extracted based 
on decision tree and results are confirmed with earlier 
reports of Leonardo and Miriam (2002) and Prasad et al. 
(2008a). According to Leonardo and Miriam (2002) 
H. armigera larvae were confined to succulent plant parts 
like growing tips, small squares, big squares and bolls. 
Prasad et al. (2008b) observed that the peak activity of H. 
armigera adults was from Septembei to November in 
Andhra Pradesh. Similar work has been carried out for 
predicting the occurrence of H, arrnigera and its natural 
enemies on cotton by using decision tree analysis with 
Shannon information theory (Pratheepa et al., 20 11). 

When the maximum temperature ranged from 29.7OC 
to 33"C, the pest incidence would be high. When the 

minimum temperature ranged from 14.37"C to 22"C, 
the pest incidence will be high. When relative humidity 
ranged from 54% to 81% the pest incidence was high. 
These findings are in corroboration with those of earlier 
reports by Dahiya (1997), Dubey et al. (2004) and 
Dhaliwal et al. (2004). The pest incidence was high when 
there was no rainfall as well as when rain fall was more, 
which was in concurrence with the reports of Bhatti et al. 
(2007). 

The prediction model with back propagation artificial 
neural network method has been used for forecasting 
the paddy stem borer (Scirpophaga incertulas) and the 
proposed method predicted the pest incidence more 
accurately (Lin-nan et al., 2009). Neural network method 
has been used to understand the population dynamics 
of H. armigera on chickpea (Cicer arietinum L.) by 
considering the weather factors such as minimum 
temperature, maximum temperature, relative humidity 
and rainfall and neural network method successfully 
predicted the pest incidence one week in advance (Gupta 
et al., 2003). In our proposed prediction model, back 
propagation neural network with perceptron concept has 
been used for predicting the H. amigera incidence on 
cotton by considering the major factors like crop stage, 
season, natural enemies (spiders and C. zastrowi sillemi), 
weather factors like minimum temperature, maximum 
temperature, relative humidity and rainfall (Trivedi et al., 
2005). 

When the output of the ANN model consists of the 
species abundance, richness, diversity, density or a derived 
index, commonly used performance measures are the 
correlation (r) or determination (R2) coefficient and the 
mean square error (MSE). The correlation coefficient (r) 
between observed and predicted values is 0.997 and it is 
significant (P<0.01). The no. of training records were 74 
and the goodness of fit is 47.908 and R2 value is 0.650. 
The no. of testing records was 27 and the goodness of fit 
is 7.517 and R2 value is 0.887. The correctly classified 
instances for testing set were 92.59%. The average mean 
square error value was 0.000378. Hence, it has been found 
that the single layer perceptron neural network model with 
back propagation algorithm could be used for finding the 
occurrence of the H. amigera incidence as either HIGH 
or LOW. 

The proposed single layer perceptron neural network 
with 8 x 6 x 2 architecture and back propagation algorithm 
can be the best method for finding the occurrence of the 
pest incidence. The trained neural network learned the 



Fig. 4. Decision tree when H. armigera incidence was 'HIGH' 

concepts of classifying the pest incidence as either HIGH 
or LOW. If the actual output, 'Y' value is derived as > 0, 
then there was a chance of high level occurrence of pest 
incidence (above ETL). If the actual output, 'Y' value is 
derived as < 0, then there was no occurrence or less 
occurrence or low level occurrence of pest incidence 
(below ETL). Therefore, it could be concluded that the 
developed prediction model computed on ANN considering 

the major variables like crop stage, season, natural enemies, 
(spiders and C. zastrowi sillemi), weather factors like 
minimum temperature, maximum temperature, relative 
humidity and rainfall, which affect the H. arnligera 
incidence in cotton crop could be used accurately for 
predicting H. armigera incidence in cotton crop and 
thus it would be helpful to take up the control measures 
i n  advance to reduce the crop loss. The decision tree 
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PI - Pest Incidence 

M - Monsoon 

MaxT - Degree in Celsius 
MinT - Degree in Celsius 
RF in mm 
RH in percentage 

NE1- spiders 
NE2 - Chrysoperla zastrowi 

Y - Yest, N-No 

r:rl:41:l stage = 2 

t.11nT = 22.67 - 2,q.L-I 

RF = 5.2 - 47,- 

Fig. 5. Decision tree when H. anrzigera incidence was 'LOW' 



derived from the optimal set of ANN helps to understand 
the rolc of biotic and abiotic fiictors in the occurrence of 
H. nrmih.em on cotton cmp. 
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